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Introduction

Alzheimer’s Disease (AD) is a progressive disease that causes memory loss and, in the more severe cases,
drastically affects individuals’ daily life. Currently, it is the most common type of dementia and one of the top ten
leading causes of death in America [1]. Alzheimer’s is currently thought to be caused by an accumulation of
amyloid (protein), which forms plaques around neurons, and tau (protein), which creates tangles within neurons
called neurofibrillary tangles. These plaques and neurofibrillary tangles prevent the proper function of neurons and
the release of neurotransmitters causing the affected area of the brain to shrink. Many biological and molecular
mechanisms have been found to contribute to AD, such as neuroinflammation, oxidative stress, metabolomic
pathway defects, and many more are still hypothesized. Thus, while an abundance of research has been conducted
to better understand the genetic, molecular, and biological causes of Alzheimer’s, and major breakthroughs in
understanding have been made, the disease is still not yet fully understood [2]. In this project, we aim to leverage
the granularity of single-cell data from AD and control samples in an attempt to identify new cell types or genes
that may be associated with Alzheimer’s. Since AD is a progressive disease, it is important to study the cell-level
alterations, as it is these small changes over time that lead to the full prognosis. We will combine data from multiple
brain regions to get a more comprehensive view of how the entire brain is affected. This will provide new potential
therapeutic targets and a better understanding of the cellular characterization of the disease.

The analysis of the single-cell Alzheimer’s dataset will be split into three modules. The first module, done by Alice,
will involve the preliminary steps to obtain and clean the data. This will include merging the single cell count data
for the four samples and then performing quality control, batch correction, and clustering on the data. Next, Jesslyn
will conduct differential gene expression and gene set enrichment analysis in order to annotate the clusters
identified in the previous step by their cell types. This analysis will also elucidate the expression differences
between AD and control samples for various cell types, which can then be further investigated and researched.
Lastly, Fiona will perform trajectory analysis in the third module. We expect to uncover biologically relevant
trajectories within certain cell type clusters as Alzheimer’s is a progressive disease. Thus, we expect to observe
correlations in the differences in gene expression relative to pseudotime. This trajectory analysis will investigate
and compare the different starting points and trajectories generated to gain a better understanding of gene
expression changes in Alzheimer’s.
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Module 1: Data Preprocessing, QC, Batch Correction, and Clustering

Alice Saparov | asaparov(@hms.harvard.edu | 11606784

Introduction

In the first part of the analysis section, I will obtain the raw single-cell data and perform the preliminary cleaning
and analysis. This will include creating the initial Seurat object by combining the gene count matrix, barcodes, and
features, and adding the relevant metadata. Next, I will perform quality control on the data(using Seurat), batch
correction (using Harmony), and clustering (using Seurat) to later identify the various cell types in the brain regions
of healthy and Alzheimer’s disease patients. [ will create various UMAP plots for visualizing the clusters after
running PCA on the data and choosing a relevant number of PCs to include in the dimensionality reduction based
on an elbow plot.

Data and Methods

The input data for the project was obtained from a very recent single-cell study published on Alzheimer’s Disease
(AD) [3]. Logistically, this dataset was chosen due to its accessibility since the count matrices, feature data, and
barcode data were all easy to find online and download [4]. Some single-cell datasets can also be extremely large,
and running analysis on these larger datasets did not seem feasible for this project as the data would be more
difficult to share and process locally. Thus, it was also advantageous that the total data, when zipped, was 284.2 MB
which was reasonable to share and perform analysis on. Ultimately, my group was also interested in attempting to
understand more of the mechanisms causing and advancing AD as a lot is still not understood about the biology of
the disease.

The data was downloaded from the Gene Expression Omnibus (GEO) which is a functional genomics data
repository accessible to the public. It was downloaded as a zip file which contained separate single-cell sequencing
count matrices (.mtx), barcodes (.tsv), and features (.tsv) for sequencing data from four individuals [4]. Two of the
individuals had AD (Braak stage I1I-IV) and the two others were controls that were age and gender-matched to the
AD individuals. This data was generated using single nuclei samples that were obtained from frozen post-mortem
brain samples from the UK brain bank and processed using standard protocols for 10X Genomics sequencing [3].
Analysis of this data was performed in RStudio (2022.07.1+554) primarily using Seurat (4.3.0) [5] for single-cell
data manipulation and Harmony (0.1.1) [4] for batch correction. Additional R packages used included ggplot2
(3.4.2), Matrix (1.5-4), and dplyr (1.1.1).

Data

The four samples, which each contained zipped matrix, feature, and barcode files, were read into R matrices and
then converted to a Seurat object using the generated count matrices. Using the metadata information provided in
the data description [4], sample (al, a2, a3, and a4) and type (control vs AD) were added to the metadata of each
sample’s Seurat object. The four individual samples were then merged into a singular Seurat object (‘ad”) to be used
for all downstream steps.

Quality Control and Preprocessing

Prior to beginning any quality control (QC), there were 28,769 cells in the data and four relevant metadata
variables: nCount RNA (number of molecules in each cell), nFeature RNA (number of genes in each cell), sample
(four individual brain samples), and type (disease state - control v AD). The first QC step included visualizing the
number of genes in each cell (Fig. 1A) and filtering out potentially dead, dying, or empty cells, which is indicated
by a low nFeature RNA value. This was done by subsetting the data to only include cells that had at least 500
genes present in each cell. Next, the data was normalized using log normalization with a scale factor of 10,000 so
that the cells are more comparable. Then, to find genes that were highly variable across the cells, I selected for
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2,000 variable features using a variance stabilizing transformation (vst) selection method. The top five variable
genes were found to be FLT1, LINC01090, RELN, CNR1, and NPY (Fig. 2), which can later potentially be
investigated in the clustering results or subsequent analysis. After this, the data were centered and scaled so the
genes would be more comparable with each other, and PCA was performed to reduce the dimensionality. Using an
elbow plot (Fig. 1B), I was able to determine the ideal number of principal components (PC) to use based on where
the standard deviation began to plateau. This occurred between about 20-25 PCs, so I chose to proceed with using
20 PCs.
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Figure 1. Quality control plots to assist in decision-making. (A) Violin plot showing the number of genes found in each cell, low counts
may indicate dying, dead, or empty cells. (B) Elbow plot showing the standard deviation (explained) decrease over the top 30 principal
components (PCs) after running PCA. The standard deviation plateaus around 20-30 PCs.
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Figure 2. Top five variable genes. Standardized variance over the average expression of genes with the five most variable genes labeled.
Genes were filtered to extract the top 2,000 variable genes (red), remaining 31,538 genes are considered non-variable (black).

Batch Correction

In order to determine if batch effects are present in the data, I created a UMAP using 20 PCs (as previously
identified) to be able to visualize the data in a 2D space. Batch effects arise when differences or variation observed
between groups in the data are attributed to technical effects as opposed to biological reasons [6]. Since the purpose
of single-cell studies is to extract molecular and biological explanations for variations in the data, it is necessary to
correct for any potential batch effects. I generated UMAPs grouped by sample (Fig. 3A) and by type (Fig. 3B), and
there appeared to be poor mixing of the groups on the UMAPs for both variables which indicates batch effects are
present. In this project we are interested in observing the biological differences between the type (control v AD), so
I want to avoid correcting type as this can limit potential biological effects seen in downstream analyses. However,
I corrected the batch effects by sample since the variation arising is likely technical due to the forced combination
of different samples that were processed separately. Harmony was used to perform the batch correction, and there



was better mixing between the groups for both sample (Fig. 3C) and type (Fig. 3D), indicating that the batch
correction effectively resolved some of the technical variation observed.
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Figure 3. UMAP plots for evaluation of batch effects and correction. (A) UMAP plot grouped by sample prior to batch correction
showing poor mixing between sample groups indicative of batch effects. (B) UMAP plot grouped by type prior to batch correction showing
poor mixing between type groups indicative of batch effects. (C) UMAP plot grouped by sample post Harmony batch correction with better
mixing between sample groups. (D) UMAP plot grouped by type post Harmony batch correction with better mixing between type groups.

Clustering
Now that the data was batch corrected, neighbors and clusters were calculated using the original Louvain algorithm

with 20 dimensions. After trying a few different resolution values, I used a resolution of 0.1 to form the clusters
since it formed the most similar number of clusters to the original research article [3]. I validated the clustering with
a UMAP grouped by cluster and was able to identify 13 different cell-type clusters in the data (Fig. 4). These
clusters will be annotated in the next module.
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Figure 4. UMAP plot for validation of clustering. UMAP plot grouped by cluster resulting in 13 potential cell type clusters identified.

Results and Discussion

After the initial clustering was completed, I was interested in investigating which clusters the top five variable
genes previously found were being expressed in. I created a feature plot of the five genes identified (Fig. 5) and
found that FLT1 and RELN appeared to have the most localized expression within specific clusters. These may



suggest the cell types of these clusters, but the cell type annotation of clusters will be performed by Jesslyn in the
next module.
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Figure 5. Feature plots of top five variable genes. Feature plots showing gene expression of the top five variable genes identified (FLT1,
LINC01090, RELN, CNR1, and NPY) relative to cell type clusters generated.

FLT1 was found to be associated with angiogenesis and vasculogenesis and is a member of the VEGFR family [7].
There is also supporting evidence that elevated expression of FLT1 is correlated with cognitive decline and AD [8].
While it appears that the mechanisms of action are not fully understood, FLT1 could serve as a starting point in
future AD research. RELN has also been known to be associated with AD [9,10] and could serve as a potential
future genetic target. Further analysis into the differential abundance, differential expression, and trajectory of
certain genes will be conducted by Jesslyn and Fiona to hopefully uncover some more of the relevant genes and
biology to AD. Now, this preprocessed, batch corrected, and clustered data set will serve as the starting point of
analysis that Jesslyn will be conducting in Module 2.



Module 2: Differential Abundance, Differential Expression, and Gene Set Enrichment Analyses
Jesslyn Ting Yu Felicia Goh | jgoh@hms.harvard.edu | 71606708

In this part of the analysis, I characterize biological differences between brain samples from AD patients and
healthy controls via differential abundance, difference expression, and gene set enrichment analyses. Better
understanding of cell types or genes that differ most between AD and controls may guide future explorations of
novel therapeutic targets. The data used in this module is a direct continuation of the Seurat scRNA-seq data object
that has been quality controlled, normalized, batch-corrected, and clustered from the preceding module by Alice.

Before conducting the proposed downstream analyses, | annotated the clusters obtained from the previous module
by the corresponding cell type. Since the authors from which our data was acquired did not provide a list of marker
genes they used to annotate their cell types, I referenced cell type markers of the human adult brain published in
Nature Biotechnology by Lake et al. (2017) [11]. I annotated each cluster by the corresponding cell type in two
steps:

(1) I generated a gene expression DotPlot (Figure 6A) for the top three markers of each brain cell type
provided by Lake et al. [11]. I investigated the top markers of 35 cell types in the brain and assigned each
of our clusters to the cell type whose markers it exhibits the most expression. Clusters 2, 11, and 12 did not
exhibit high expression for any of the markers, so their annotations are unresolved for now.

(2) Ireconfirmed the cell type assignments from Step 1 and resolved any unannotated clusters by matching the
cell type that the top 5 marker genes for each cluster corresponded to based on the cell type markers
provided by Lake et al. [11].

Following cluster cell type assignments, I replotted the UMAP but colored by the annotated cell type (Figure 6B).
Neurons (Inhibitory and Excitatory) are closer to each other towards the right side of the UMAP, whereas glial cells
tend to be on the other side (Figure 6B). The position of more similar cell types being closer to each other further
confirms the validity of the annotations.
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Figure 6. Cluster cell type annotations based on cell type specific marker genes. (A) Dotplot for each identified cluster across important
cell-type-determining genes provided by Lake et al. (2018). Cell type specific markers for 35 different cell types were investigated, including
13 subtypes of excitatory neurons, 11 subtypes of inhibitory neurons, 2 subtypes of purkinje neurons, granule cells, endothelial pericytes,
astrocytes, microglia, oligodendrocytes, and oligodendrocyte precursor cells. Only cell types whose markers are strongly expressed in one of
our 13 clusters are shown. (B) UMAP of cells colored by annotated cell type.

Following confident cell type annotations, I conducted differential abundance analysis to investigate how cell type
composition differs between AD and control brains. I generated stacked and grouped bar charts to visualize and
compare the proportion of each cell type in AD versus control brains (Figure 7). The percent stacked bar plot
enables comparison of proportions between cell types within an AD or control brain, whereas the grouped bar chart
facilitates comparisons between sample types for a particular cell type. Both panels show a general shift from
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higher neuronal to higher glial proportions from control to AD brains. This observation is consistent with current
knowledge of AD, where critical processes to neurons are disrupted and result in neuronal death [13]. This explains
the consistently higher proportions of both excitatory and inhibitory neurons in the control brain samples compared
to the AD samples (Figure 7B). A chi-squared statistical test confirms the statistical significance of the observed
differences with p << 0.001 except for Inhibitory 1B neurons. On the other hand, glial cells such as microglia,
oligodendrocytes, and astrocytes, are higher in AD brains (chi-squared test, p << 0.001). Normal functioning
astrocytes and microglia are known to serve neuroprotective functions as they respond to inflammatory substances
and are responsible for clearing unwanted accumulates in the brain [14-16]. The hallmarks of chronic inflammation
and beta-amyloid plaques are thought to be consequences of abnormalities in glial cells that fail to fulfill their duty
and are thus continuously signaled [13-16], which explains their higher proportions in AD brains (Figure 7B).
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Figure 7. Differential abundance analysis for annotated cell types between AD and control brains. (A) Percent stacked bar plot for each
sample type (AD or control) colored by each cell type. (B) Grouped bar chart that compares the proportion of each cell type in AD versus
controlled brains. * indicates statistically significant difference via the chi-squared test, p << 0.001.

To better understand the underlying biological mechanisms that drive the development from healthy to AD brains, I
conducted differential expression (DE) analysis for selected cell types. I determined which cell types to focus on by
quantifying the number of DE genes between AD and healthy brain samples for each cell type (Figure 8A). The
negative and positive x-axis indicate the number of downregulated and upregulated genes, respectively. I decided to
focus on five cell types with the highest number of DE genes, namely, Microglial, Oligodendrocyte, Endothelial
Pericyte, Astrocyte, and Excitatory 3 cells (Figure 8A). I generated Heatmaps of the expression of top DE genes for
each cell type to investigate which genes might be of interest (Figure 8B-F). Notably, NEATI and FKBP5 are
consistently upregulated in AD samples, whereas ROBO2 seems to be consistently downregulated.

NEATI is a long-non-coding RNA that promotes inflammation through the activation of inflammasomes. The
knockdown of NEAT1 has been reported to exhibit protective effects in AD mouse models [20].

A publication by Zannas et al. (2019) highlights the upregulation of the FKBP5 gene through epigenetic
mechanisms associated with aging or stress [17]. Importantly, higher levels of FKBPS5 expression promotes
inflammation as it activates NF-kB, a critical immune response mediator that regulates the expression of many
downstream pro-inflammatory genes [8]. The role of the NF-kB inflammatory pathway in neurodegeneration and
pathogenesis of AD have been previously reported [23]. While the FKBP5 protein was mainly characterized in
stress physiology, with discussions about targeting FKBP5 for treating stress-related disorders [19], it has not been
extended to discussions about AD. The upregulation of the FKBP5 gene in all five cell types in AD samples is
consistent with hallmarks of chronic inflammation in AD brains and suggest the potential of leveraging
drug-repurposing from psychiatric development of FKBP5-related drugs for treatment of AD.



ROBO?2 is a crucial protein for axon guidance and cell migration. In their publication, Kaneko et al. (2010) describe
the role of ROBO receptors in helping young neurons migrate rapidly through long directional ranges in the adult
brain [21]. In a follow-up study, the authors observe impaired neuroblast migration in ROBO2-knockdown models,
demonstrating the importance of the protein in cell localization and possibly even in repair and regeneration of the
brain [22]. There is currently limited work in associating ROBO2 expression with AD, and the importance of
ROBO?2 for neuroblast migration may provide insights into the impaired ability of neuronal repair in AD brains.
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Figure 8. Differential abundance analysis for annotated cell types between AD and control brains. (A) Number of down-regulated and
up-regulated genes between AD and control samples for each cell type. Heatmap of top DE gene expression for Microglia (B),
Oligodendrocyte (C), Endothelial Pericyte (D), Astrocyte (E) and Excitatory 3 (F) cells.

Another observation is that, unlike the other non-neuronal cells, the heatmap for Excitatory 3 neurons seem to show
downregulation of genes in AD brains compared to control brains (Figure 8F). This observation may be explained
by the understanding that many neurons stop functioning in AD and eventually die.



I also observe an interesting phenomenon in the Heatmap for Astrocytes (Figure 8E), where astrocytes in AD brain
samples seem to be divided into two subpopulations. To further investigate this, I subsetted the Seurat object to only
contain Astrocytes and redid the normalization, batch-correction, and dimensionality reduction steps. Then, I
constructed a UMAP colored by brain type as well as the expression of select genes that are highly expressed in
only half of the astrocytes based on the Heatmap in Figure 8F (Figure 9). Based on the UMAP colored by brain
type, there is a visible separation of Astrocytes from AD and control samples, with some mixing in the middle
(Figure 9A). The expression of selected genes also seem to change gradually from control to AD astrocytes,
suggesting some continuum as astrocytes transition from healthy to AD (Figure 9B). Furthermore, there seems to be
two types of AD astrocytes, where one type highly expresses EGLN3 and PDE3A genes (Figure 9B right column),
and another type highly expresses ANGPTL4, GFAP, and TNC genes (Figure 9B left column).

EGLNS3 has been reported to be a negative regulator of the NF-kB signaling pathway [24]. PDE is a candidate
therapeutic target for AD due to its critical role in cAMP regulation, where aberrant cAMP signaling has been
associated with AD [25]. On the other hand, ANGPTL4 has been shown to be upregulated in AD astrocytes, with
implications for its role in depositing beta-amyloid aggregates in the vasculature [26]. GFAP is a known biomarker
for AD pathology that is upregulated and released by astrocytes as a consequence of astrogliosis due to the buildup
of beta-amyloid plaques [27]. Finally, TNC is a protein that is upregulated in response to inflammation and has been
thought to contribute to chronic inflammation in AD [18]. Altogether, all of the aforementioned genes have
well-studied associations with AD, and the two populations of astrocytes that highly express different sets of genes
may suggest (1) different trajectories in the transition from healthy to AD astrocytes, or (2) one population may be
the cause and the other may be the effect of AD pathology.
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Figure 9. UMAP of Astrocytes from control and AD samples. (A) UMAP of astrocytes colored by sample type. (B) UMAP of astrocytes
colored by gene expression of the labeled gene.

To further elucidate the subtypes of astrocytes in AD, I conducted cluster analysis using the Louvain algorithm with
0.1 and 0.15 clustering resolutions (Figure 10). The 0.1 clustering resolution (Figure 10A) identified three distinct
clusters that align with healthy versus AD labels in Figure 9A. The 0.15 clustering resolution (Figure 10B)
identified five clusters, where two of the clusters align with subpopulations of AD astrocytes that highly express



different genes as described above. This clustering resolution also separates healthy astrocytes into distinct clusters,
where cluster 1 may be astrocytes that are gradually transitioning from a healthy to AD state (Figure 10B). These
hypotheses will be studied later in our Trajectory Analysis module by Fiona.
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Figure 10. UMAP of Astrocytes from AD and control samples colored by the assigned clusters. Clustering of Astrocytes using the
Louvain algorithm with 0.1 (A) and 0.15 (B) clustering resolutions.

In order to understand the pathway that may be driving differences between the subclusters of astrocytes in the 0.15
resolution, I identified marker genes and conducted gene set enrichment analysis (GSEA) for each cluster. The gene
sets used were the Hallmark and the Gene Ontology (GO) gene sets provided by MSigDB. Cluster 1 had a
statistically significant enrichment of the metabolic-related pathways from the GO gene set including

AEROBIC RESPIRATION (NES = 2.38, FDR < 0.001) and OXIDATIVE PHOSPHORYLATION (NES = 2.38,
FDR < 0.001). This highlights an important finding. Neuronal-Astrocyte metabolic interactions in healthy brains
have been well-studied, where astrocytes provide neurons with vital metabolic support due to high energy
requirements for neuronal activation. However, while neurons rely on aerobic oxidative respiration, astrocytes
typically resort to anaerobic glycolysis [31]. The enrichment of aerobic respiration in cluster 1 astrocytes, therefore,
exhibit signs of unusual astrocyte metabolism. A study by Monterey et al. (2021) reports increased mitochondrial
oxidative metabolism in astrocytes as a consequence of the NF-kB pathway, which could result in further
inflammation due to oxidative stress [14]. Altogether, the enrichment of aerobic respiration in cluster 1, which is
situated between AD and control astrocytes, suggests that these cells may be in a transitory state.

In addition to cluster 1, cluster 3 had significant negative enrichment of the CYTOSKELETON ORGANIZATION
pathway from the GO gene set (NES =-2.98, FDR < 0.05). A study by Schiweck et al. (2018) reports the
morphological complexity of mature astrocytes, where they can reorganize their cytoskeleton to undergo
morphological changes in response to inflammation and neurodegeneration [30]. The fact that cluster 3 (astrocytes
from control samples) displays negative enrichment of cytoskeleton organization indicates that results from this
GSEA analysis is consistent with known knowledge about astrocytes.

I also conducted GSEA for four remaining cell types. Most notably, AD Microglial and Endothelial Pericyte cells
both exhibit significant enrichment of INFLAMMATORY RESPONSE (NES =2.38 and 2.39, FDR < 0.001) and
TNFA_SIGNALING VIA NFKB (NES =2.29 and 2.25, FDR < 0.001) pathways in the Hallmark gene set. The
enrichment of these pathways, especially the involvement of TNF-alpha and NF-kB, are consistent with AD
pathophysiology [23,29]. Similar pathways involved in the immune system are also significantly enriched in AD
Microglial and Endothelial Pericytes, such as REGULATION OF IMMUNE SYSTEM PROCESS (NES =3.43
and 2.38, FDR < 0.001) and RESPONSE_TO_CYTOKINE (NES =2.53 and 2.69, FDR < (0.001). While the role of
inflammation and immune response in AD is not novel, it has typically been associated with microglial and
astrocytes. It is interesting that these pathways are shown to be upregulated in AD microglial and endothelial
pericytes instead. While there is the possibility of misannotation, the cell types have been assigned via two steps of
verification as previously described (Figure 6). The results from our study may therefore suggest endothelial
pericytes as a new cell type of interest involved in AD pathogenesis and may serve as new therapeutic targets.



Altogether, the analyses from this module highlight a few key findings: (1) there is a general decrease in neuronal
cells and an increase in glial cells in AD samples, (2) several genes are consistently upregulated or downregulated
across multiple cell types in AD, indicating the potential of new therapeutic targets, (3) two subpopulations of
astrocytes in AD samples exhibit different expression patterns and enriched pathways that may help elucidate AD
pathogenesis, and (4) several inflammatory pathways are enriched in known (microglial) and unexpected
(endothelial pericyte) cells, which may open new avenues for studying AD pathogenesis. In the next module, Fiona
dives deeper into learning about the transition from healthy to AD cell states via trajectory analysis. This will help
us better understand the different clusters of astrocytes, as well as the trajectories of other cell types.



Module 3: Trajectory Analysis for Key Cell Types
Fiona McBride | fiona_mcbride@hms.harvard.edu | 11571778

In this module, I investigate cell trajectories to better understand how certain cell types transition from healthy to
AD states. I then find genes correlated with the trajectory; these genes may be key drivers of cells becoming
diseased. Jesslyn identified five interesting cell types in the previous module that appeared to have a significant
number of up- and down-regulated genes between AD and control patients. While I conducted investigatory cell
trajectory analysis for all five cell types as well as for the entire cellular profile of the patients, the only cell types
that showed interesting trajectories were astrocytes, microglia, and oligodendrocytes. These are the cell types I will
focus on for the remainder of this module.

The data used throughout this section is the Seurat scRNA-seq data object with annotated cell clusters, produced in
module 2. [ subsetted the whole Seurat object to get three smaller Seurat objects, each containing cells from one of
the clusters of interest. To be able to identify transitions in cell states within each cell type, I re-processed the
smaller Seurat objects using the built-in Seurat functions with the same parameters as described in module 1 in
order to keep processing consistent throughout the entire pipeline. I then created a UMAP plot for each cell type
colored by disease status to be able to visualize how the diseases separate along the first two dimensions of the
UMAP. Separation along these axes indicates that there is variation between disease states that can be picked up in
the RNA expression profiles, making them good candidates for trajectory analysis.

I used the R package Monocle3 and the corresponding built-in functions to infer the single-cell trajectories [32-34].
The first step was to convert the Seurat object into a cell data set (cds) object, which is the data format used for
downstream processing in Monocle3. Then, I performed feature selection based on the variable genes identified in
each subsetted Seurat object, UMAP dimensionality reduction, clustering, and projected the data into the lower
dimensional space.

The next step was to order the cells based on their pseudotime, which is an artificial measure of time that represents
different stages of cellular differentiation [35]. This was achieved using the order_cells function, which requires a
manual selection of the root node. Choosing a root node is a subjective process—I chose nodes that were within the
control cluster and further away from the AD cluster because | wanted to explore the genes that were correlated
with the healthy to disease trajectory. Once the root node was selected, pseudotime was calculated using the built-in
Monocle3 function, and I found the top five genes that were positively and negatively correlated with pseudotime.

Astrocytes had very distinct differentiation between disease states in the Seurat UMAP plots (Figure 11A, top),
indicating that there are a lot of disease-specific gene expression patterns. This was replicated in the trajectory plot
(Figure 11A, middle). I selected a root node roughly at the edge of the control sample cells. Figure 11C (bottom)
shows the pseudotime gradient coloring the cells of the trajectory-based UMAP.

Microglia also show distinct separation on the Seurat UMAP when colored by disease state (Figure 11B, top),
which is preserved in the trajectory UMAP (Figure 11B, middle). Interestingly, there is a small cluster of cells that
projects much further from the others in both the Seurat UMAP and trajectory UMAP. Further investigation could
determine


mailto:fiona_mcbride@hms.harvard.edu

which genes are contributing to this separation, but that was not considered for this current project. I selected a root
node towards the top left corner of the plot, again in the middle of the control cluster (Figure 11B, bottom). Again, I
observe a pseudotime gradient going from healthy to disease.

Oligodendrocytes appeared to have the least amount of separation in the Seurat UMAP colored by disease state
(Figure 11C, top). However, the trajectory UMAP does show clear separation between control and AD cells (Figure
11C, middle). I selected a root node toward the edge of the control cluster and observed a clear pseudotime gradient
from healthy to disease (Figure 11C, bottom).
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Figure 11. Trajectory analysis for astrocytes, microglia, and oligodendrocytes. (A) UMAP of astrocytes in Seurat object (top), UMAP of
astrocyte trajectory from Monocle3 (middle), UMAP of astrocyte trajectory, colored by pseudotime (bottom) (B) UMAP of microglia in
Seurat object (top), UMAP of microglia trajectory from Monocle3 (middle), UMAP of microglia trajectory, colored by pseudotime (bottom)
(C) UMAP of oligodendrocytes in Seurat object (top), UMAP of oligodendrocytes trajectory from Monocle3 (middle), UMAP of
oligodendrocytes trajectory, colored by pseudotime (bottom)

Next, I found the top 5 genes in each cell type that were positively correlated with pseudotime and the top 5 genes
that were negatively correlated with pseudotime. These genes (Table 1) are likely to be important drivers of cells
transitioning from healthy to disease states.

Two genes, NEATI and XIST, were found to be positively associated with pseudotime in two of the three cell types
(Table 1, green cells). As described in module 2, NEATI promotes inflammation, and knockdown of this RNA has
been associated with protective effects in AD mouse models [20]. The positive correlation between XIST and
pseudotime is somewhat surprising; XIST produces a long non-coding RNA that inactivates one copy of the X
chromosome in females [36]. However, all of our samples in this study are male, making XIST upregulation



unusual. The connection between XIST and AD has not been well characterized, but a recent preprint article by
Abdulai-Saiku et al. (2022) shows evidence that the expression of the maternal X chromosome is linked to
increased cognitive impairment in mice [37]. Since males only inherit maternal X chromosomes, inactivating them
would potentially reduce the rate of cognitive impairment, which is contrary to our results. This would be an
interesting phenomenon to study further.

Three genes, CSMD1, SYT1, and RBFOXI, were found to be negatively correlated with pseudotime in two of the
three cell types (Table 1, light red cells), and one gene, KCNIP4, was negatively correlated with pseudotime in all
cell types (Table 1, dark red cells). Genetic markers in the gene CSMD1 have been associated with AD, though the
effects depend on the variant expressed [38]. The gene product of SYT is important for regulating neuronal
function at synapses and associates with presenilin 1 to perform synaptic upkeep by regulating synaptic vesicle
cycling. Downregulation of SY7'/ contributes to the dysregulation of synapses and has been shown to be
characteristic of AD patients [39]. The RBFOXI gene produces a neuronal RNA-binding protein that tends to be
localized around plaques; reduced RBFOX1I expression is correlated with worse cognition and increased amyloid-f3
plaque [40]. KCNIP4 was downregulated in all cell types, but the effect of this gene is determined by the alternative
splicing variant expressed, which we don’t know in our data. A decrease of KCNIP4 Var | and an increase of
KCNIP4 Var 4 has been found to increase inflammation and progress neurodegeneration [41, 42]. If the decreased
expression of KCNIP4 found in this study corresponds to a decrease in Var I, our findings are consistent with
previous literature.

Astrocyte Microglia Oligodendrocyte
Positive Negative Positive Negative Positive Negative
NEAT1 KCNIP4 XIST KCNIP4 XIST RBFOX1
OSBPLI11 CSMD1 DPYD SYT1 TMEM144 KCNIP4
ERBIN SYTI PIP4K2A RBFOX1 KCNMB4 NRXNI1
RANBP3L MT-CO1 FA2H CSMD1 LINC00320 FAMI155A
PDE3A LRRTM4 PDESA ROBO2 NEAT1 MT-ATP6

Table 1. Genes correlated to pseudotime for astrocytes, microglia, and oligodendrocytes. Genes are sorted in descending order (genes
with the highest correlation are in the first row). Genes that are positively correlated in two cell types are highlighted in light green. Genes
that are negatively correlated in two cell types are highlighted in light red. Genes that are negatively correlated in all three cell types are
highlighted in dark red.



Conclusion and Future Directions

In this project, we used single-cell RNA sequencing data of two control patients and two AD patients to investigate
the cell-level mechanisms that characterize Alzheimer’s Disease. Differential gene expression showed that glial
cells are among the top cell types with the most DE genes, which is consistent with the existing understanding of
their role in AD pathogenesis. Furthermore, we identified several known and novel genes that are consistently up or
down-regulated across brain cell types that may warrant further analysis for their therapeutic potential. GSEA
identified known pathways that are enriched but in an unexpected cell type (endothelial pericytes), which may call
for more attention in future studies. Trajectory analysis showed that there are clear patterns of transition from
control to AD for astrocytes, microglia, and oligodendrocytes. Some of the genes identified in the differential gene
expression analysis were also identified as being key genes in the trajectory analysis; these genes may serve as good
targets for therapeutic intervention.

Some takeaways from completing this project include the following:

1. The importance of documenting code and keeping all analyses.

a. It was occasionally difficult to find the analyses done by the original authors, which limited our
ability to compare our results if there was not a direct reference to them in the original text.

b. All of the code for our project was very dependent on the previous step, so there needed to be clear
references to what was done in case anything went wrong downstream.

2. Many of the genes that were identified through differential expression analysis or trajectory analysis were
found to have variable effects depending on which gene variant was expressed, which was not information
included in our dataset. To be able to fully explore the biological connections between genes and disease,
we would’ve needed multiple data modalities.

If we were to continue this project, there are multiple avenues of further research to consider. Since the AD samples
provided were only from stages III/IV, it may be beneficial to also obtain samples from stages I/II as well. This may
help elucidate a smoother transition from healthy to AD cell states, as well as the genes and pathways involved.
There also appear to be two separate clusters of astrocytes with slightly different trajectories. It would be interesting
to look at the genes that are correlated with each of those clusters to see if there are different ways that astrocytes
become diseased in AD. There are lots of biological areas of study, as many of the genes we identified to be
differentially expressed or correlated with trajectory have yet to be fully studied in Alzheimer’s models. One
limitation of this study is the very small sample size; it is difficult to assess whether some of the differences we see
are truly different biological bases of AD, or if the variation is arising because our small subset of patients had a
variation that we did not catch with batch correction. Redoing these analyses with a larger sample size may confirm
some of the trends we found or eliminate trends from further study.
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